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Abstract: 

Demosaicking is the procedure of re-constructing full colour information 

at each pixel from a CCD sensor, which captures only one colour 

component red or green or blue per pixel. Various demosaicking 

techniques are employed to perform this reconstruction. However, many 

studies overlook a detailed analysis of image quality, particularly with 

regard to artifacts that may appear in the edges and textures of the images. 

These drawbacks in the existing methods, the re-constructed image seems 

to be of poor in quality with  less PSNR values. To address the limitations 

of existing methods, this paper proposes a new demosaicking technique.  

The technique proposed is designed with two major stages (i) CFA 

demosaicking (ii) Enhancement by Levenberg-Marquardt technique. The 

given input CFA image green, red, blue pixel values are interpolated to 

extract the full-colour image. This full-colour image seems to be less 

quality and has more distortion in the edge and texture of the image. So 

the output full colour image is enhanced by the Levenberg-Marquardt 

technique. Hence, the image can be demosaicked more effectively by 

reaching higher PSNR and MSE ratio compared to the conventional 

demosaicking algorithms. The comparison of results shows that the 

proposed technique extracts high-quality demosaicked images than the 

state-of-the-art methods, in terms of PSNR. 

Keywords: Artifact, CCD Sensor, Demosaicking, edge, enhancement, 

texture, Interpolation, Levenberg Marquardt, Colour Filter Array (CFA), 

Peak signal-to-noise (PSNR), Pixel. 

 

1.  INTRODUCTION 

A full colour digital image  [2] comprises of 3 primary colours namely Red (R), Green (G) and Blue 

(B). However, due to technical limitations, a commercial digital camera [1] produces images with only 

one colour i.e G or R or B at each pixel location. This image in general referred to mosaic.  

Demosaicking is a process which enhances the images captured by these commercial digital cameras 

to a full colour image. 

The Commercial digital camera is mounted with a single CCD sensor [3] which hs the ability of 

measuring only one colour per pixel [5]. A camera would need three separate sensors to completely 

measure the image [6],[7],[8]. In a three-sensor colour camera, incoming light is divided and directed 

onto each of the spectral sensors. Each sensor requires dedicated driving electronics, and precise 

alignment of the sensors is essential for accurate performance. This increases the cost of the camera 

and not suitable for commercial applications. To reduce cost, manufacturers of digital camera [4]  use 

a single CCD/CMOS sensor [16]  with a colour filter array (CFA) [9] [10]. 

A demosaicking problem can be viewed as a, estimation or interpolation problem [11], where missing 

colour information at each pixel is estimated based on neighboring pixel values. The interpolation, 

however, often results in colour artifacts essentially at object boundaries [12], [13]. The demosaicking 

problem involves interpolating colour data to generate a fully coloured image from the Bayer pattern. 
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Specifically, it focuses on reconstructing full colour image (I) from a sub-sampled image (D) of its 

pixel values. State of the art demosaicking methods fail when the local geometry cannot be inferred 

from the neighboring pixels [14],[15]. The re-constructed image is typically accurate in uniform-

coloured areas, but has a loss of resolution [17] A huge number of demosaicking algorithms 

[18],[19],[20] have been described below: i) Nearest-Neighbor Interpolation: Simply replicates the 

neighboring pixel of the same colour channel (2x2 neighborhoods) [21]. ii) Bilinear Interpolation: 

Bilinear interpolation often produces noticeable artifacts, particularly along edges and other high-

frequency areas of the image.  iii) Cubic Interpolation: Pixels that are farther from the current pixel are 

assigned lower weights. iv) Gradient-corrected bilinear interpolation: In this High-quality linear 

interpolation algorithm the assumption is that the chrominance components don’t vary much across 

pixels [22].  v) Smooth Hue Transition Interpolation: The assumption is that the hue changes smoothly 

across the surface of an object. vi) Pattern Recognition Interpolation: Classifies and interpolate three 

different boundary types in the green colour plane [23]. vii) Adaptive Colour Plane Interpolation: The 

assumption is that, within a sufficiently small neighborhood, the colour planes are perfectly correlated. 

viii) Directionally Weighted Gradient Based Interpolation: Improves the edge detection power of the 

adaptive colour plane method [24]. These techniques, referred to as demosaicking or colour 

interpolation algorithms, are critical in influencing the overall quality of the resultant image.  

The remainder of this article is ordered as follows: Section 2 provides a concise review of recent works 

in image demosaicking research. Section 3 presents the proposed image demosaicking technique. 

Section 4 discusses on the results and comparative analysis, while Section 5 concludes the work. 

 

2.  REVIEW OF IMPORTANT DEMOSAICKING ALGORITHMS 

Some important recent studies on image demosaicking are reviewed here. 

Qichuan Tiana et al. [27] proposed physical structure of colour image sensor in the camera. The 

proposed method involves processing images captured by image sensors equipped with a CFA 

comprising different channel filters. This algorithm, based on adaptive region demosaicking, is 

designed specifically for the Bayer format to minimize colour artifacts. This algorithm enhances image 

quality by improving the PSNR, sharpening textures and edges, and overall boosting visual fidelity. 

Xiaofei Yang et al. [28] have proposed a physical structure of the colour image sensor with commercial 

digital cameras acquired images mounted with single sensor overlaid with a CFA. The proposed 

method employed a general interpolation approach to address texture and colour artifact edges. 

Gradient operators and a weighted average technique were utilized, adhering to constant-hue principles 

for reconstruction. The final output was optimized by leveraging the correlation of image details, 

resulting in improved PSNR, enhanced texture sharpness, edge clarity, and overall image quality. 

Shan Baotanga et al. [29] have proposed a novel near-lossless compression method. The compression 

performance of sub-smpled images acquired requires improvement. To address this, a channel-

separated filtering was proposed by the author. The evaluation demonstrated that the remainder set 

algorithm achieved superior performance, yielding higher PSNR for the reconstructed CFA images. 

Wen-Jan Chen et al. [30] have proposed demosaicking method to prevent the generation of artifacts. 

The proposed demosaicking method is an image processing technique specifically designed for 

commercial cameras and addresses issues such as noise and blurred edges that can arise during image 

reconstruction, ultimately improving the quality of the reconstructed image. The results demonstrated 

that the proposed demosaicking method effectively reduced colour artifacts and enhanced overall 

image quality. 

Yu Zhang et al. [31] proposed a method makes significant contributions in the following areas: i) It 

combines Linear Minimum Mean Squared Error (LMMSE) with statistical calculations in the wavelet 

domain. ii) It establishes a verified mathematical relationship between the adjacent pixels, particularly 

those located on the same edge in the CFA data. Experimental results establish that this method beats 

existing techniques both in terms of appearance and computational cost, suitable for enhancing the 

noisy CFA data. 

In this Section, some of the important recent articles related to the demosaicking process are studied. 

These exiting methods mainly perform the interpolation on the images with the CFA data. After that, 

the interpolated data were utilized in compression, denoising and image refinement processes. To 
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accomplish those processes in the interpolated data, the existing techniques mainly concentrate on the 

gradient techniques. The reconstructed image from the gradient techniques does not produce accurate 

result because, the reconstructed images have less image quality and more artifacts present in the edge 

and texture of the image. So, the application of gradient degrades the demosaicking performance. 

Hence to overcome this drawback, a novel image demosaicking technique is proposed which can 

obtain the improved PSNR ratio of image with higher efficiency.  

 

3. CFA DEMOSAICKING VIA LEVENBERG-MARQUARDT OPTIMIZATION METHOD: 

The proposed demosaicking technique comprised of two stages namely, (i) CFA demosaicking (ii) 

Image enhancement by Levenberg-Marquardt technique. These two stages are consecutively applied 

to the different images and obtain the demosaicked image as a result.  The proposed image 

demosaicking technique structure is illustrated in Figure 1.  

 
Figure 1: Block Diagram of the Proposed Demosaicking Algorithm 

 

3.1 CFA Demosaicking 

In CFA demosaicking, initially, the green pixels are interpolated prior to the red and blue pixels are 

interpolated form the green pixels and get the interpolated image as a result.  The sampling frequency 

of the G channel is higher than that of the R and B channels. As a result, the G channel retains 

significantly more structural information compared to the other two colour channels. Typically, a better 

reconstruction of the G channel leads to improved reconstruction of the R and B channels. Initially, 

we interpolate the missing G pixel values based on the pixel positions of the R and B channels.  

 

B4 G12 R1 G13 B3 

G16 B5 G3 B6 G14 

R5 G6 R7 G8 R9 

G17 B8 G11 B7 G15 

B2 G18 R13 G19 B1 

 

Figure 2: Bayer CFA Pattern 

G-plane Interpolation:   

First the missing green pixel values are interpolated from the image R and B positions. Consider Bayer 

CFA pattern is shown in Figure 2. Initially the green pixel value at location R7 can be computed as, 

 

 𝐺7 = 𝑅7 + 𝐷̂7
𝑔𝑟

 (1) 
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Moreover we compute colour difference along the four points surrounding R7, i.e. G3, G6, G8 and G11 

(four directions). The colour difference is calculated as follows, 

 

 𝐷7
𝑛𝑔𝑟

=
𝐺3 − (𝑅7 + 𝑅1)

2
 (2) 

 

 𝐷7
𝑤𝑔𝑟

=  
𝐺6 − (𝑅7 + 𝑅5)

2
 (3) 

 

 𝐷7
𝑠𝑔𝑟

=  
𝐺11 − (𝑅7 + 𝑅13)

2
  (4) 

 

 𝐷7
𝑒𝑔𝑟

=  
𝐺8 − (𝑅7 + 𝑅9)

2
 (5) 

 

After that the gradients at R7 is calculated along the four directions by compute the optimal weights at 

those directions. The weights are estimated at four directions is inversely proportional to the gradient 

along that direction. The weights computation along the four directions is described as,  

 𝑊7
𝑛 =

1

𝑔𝑛
  (6) 

 

 𝑊7
𝑠 =

1

𝑔𝑠
 (7) 

 

 𝑊7
𝑒 =

1

𝑔𝑒
 (8) 

 

 𝑊7
𝑒 =

1

𝑔𝑤
 (9) 

 

Where the gradients values at the four direction is stated as,  

 

 𝑔𝑛 = |𝐺3 − 𝐺11| + |𝑅7 − 𝑅1| +
1

2
|𝐺6 − 𝐺12| +

1

2
|𝐺8 − 𝐺13| + 𝛼 (10) 

 

 𝑔𝑠 = |𝐺3 − 𝐺11| + |𝑅7 − 𝑅13| +
1

2
|𝐺6 − 𝐺18| +

1

2
|𝐺8 − 𝐺19| + 𝛼 (11) 

 

 𝑔𝑤 = |𝐺6 − 𝐺8| + |𝑅7 − 𝑅5| +
1

2
|𝐺3 − 𝐺16| +

1

2
|𝐺11 − 𝐺17| + 𝛼 (12) 

 

 𝑔𝑒 = |𝐺6 − 𝐺8| + |𝑅7 − 𝑅9| +
1

2
|𝐺3 − 𝐺14| +

1

2
|𝐺11 − 𝐺15| + 𝛼 (13) 

 

By using these gradients and the weights values, the colour difference value 𝐷7
𝑔𝑟

in Equation (1) can 

be estimated as, 

 

 𝐷̂7
𝑔𝑟

= 𝑊̂7
𝑛𝐷7

𝑛𝑔𝑟
+ 𝑊̂7

𝑠𝐷7
𝑠𝑔𝑟

+ 𝑊̂7
𝑤𝐷7

𝑤𝑔𝑟
+ 𝑊̂7

𝑒𝐷7
𝑒𝑔𝑟

 (14) 

 

In Equation (14), 𝑊̂7
𝑛is the normalized weight value of the direction n. the missing green pixel at 

location 𝑅7can be computed as, 
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 𝐺7 = 𝑅7 + 𝐷̂7
𝑔𝑟

 (15) 

 

The same procedure is followed for all R and B positions to estimate the missing green pixel values.  

R and B plane Interpolation:   

After the green pixels interpolation, the missing blue and red pixel values are interpolated from B, R 

and G plane components. First the B pixels are interpolated from R positions and then from G 

positions. Initially the blue pixel value at location G7 can be computed as, 

 

 𝐵7 = 𝐺7 + 𝐷7
𝑏𝑔

 (16) 

 

We estimate the colour difference between B and G along the four diagonal directions at R7 is described 

as, 

 𝐷5
𝑛𝑤𝑏𝑔

= 𝐵5 − 𝐺5 (17) 

 

 𝐷5
𝑛𝑒𝑏𝑔

= 𝐵6 − 𝐺6 (18) 

 

 𝐷5
𝑠𝑒𝑏𝑔

= 𝐵7 − 𝐺7 (19) 

 

 𝐷5
𝑠𝑤𝑏𝑔

= 𝐵8 − 𝐺8 (20) 

 

The gradients and weights are computed at four directions and then the 𝐷̂7
𝑏𝑔

in Equation (16) and 

missing blue pixel can be computed as, 

 

 𝐷̂7
𝑏𝑔

= 𝑊̂7
𝑛𝑤𝐷7

𝑛𝑤𝑏𝑔
+ 𝑊̂7

𝑛𝑒𝐷7
𝑛𝑒𝑏𝑔

+ 𝑊̂7
𝑠𝑒𝐷7

𝑠𝑒𝑏𝑔
+ 𝑊̂7

𝑠𝑤𝐷7
𝑠𝑤𝑏𝑔

 (21) 

 

 𝐵7 = 𝐺7 + 𝐷̂7
𝑏𝑔

 (22) 

 

Once the B values at the R locations are interpolated as defined above, consequently interpolate the B 

values at all the other G locations. Similarly, the missing red pixel values are interpolated form the B 

and G channels. After the G, R and B channels interpolation process the enhancement procedure is 

consecutively applied to the channel, which is discussed below.   

 

3.2 Image Enhancement by Levenberg Marquardt 

In image enhancement process, the channels quality is enhanced by the Levenberg-Marquardt 

technique. The channels enhancement process is accomplished by initially applying gradients on the 

channels separately. Each channel gradients results are represented as 𝑔𝐺, 𝑔𝐵 and𝑔𝑅. Next, the weight 

matrix 𝑊𝑚is generated within the interval [0, 1] with the image size of 𝑚 × 𝑛. The Levenberg-

Marquardt function is described for the G, R and B channels is stated as, 

 

 𝑓(𝐿𝐺(𝑚, 𝑛)) = 𝑓(𝐺(𝑚, 𝑛)) + 𝑔𝐺𝑊𝑚 (23) 

 

 𝑓(𝐿𝑅(𝑚, 𝑛)) = 𝑓(𝑅(𝑚, 𝑛)) + 𝑔𝑅𝑊𝑚 (24) 

 

 𝑓(𝐿𝐵(𝑚, 𝑛)) = 𝑓(𝐵(𝑚, 𝑛)) + 𝑔𝐵𝑊𝑚 (25) 

 

The gradients value is computed as, 

 

 𝑔𝐺 =
𝜕𝑓(𝐺(𝑚 × 𝑛))

𝜕𝑛
 (26) 

 

Similarly, the gradients values are also computed for R and B channels.  
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By using this Levenberg-Marquardt function the enhanced G, R and B channels are obtained. We 

select the image channel from the abovementioned process, which satisfies the objective function is 

described below, 

  
= = ++

+−
−=

1 2

1 1 minmax

minmax

21 ),(),(2),(

),(),(2),(
ln20

1
b

m

b

n
G

center
GG

G
center

GG

nmLnmLnmL

nmLnmLnmL

bb
E

 

(27) 

 

In Equation (27), where an image 𝐿𝐺  is divided into 𝑏1 × 𝑏2blocks. 𝐿𝐺
𝑚𝑎𝑥, 𝐿𝐺

𝑚𝑖𝑛and 𝐿𝐺
𝑐𝑒𝑛𝑡𝑒𝑟(𝑚, 𝑛) 

are the max, min and center pixel values in every block. The image enhancement function, is employed 

to improve the contrast of the G (green), B (blue), and R (red) channels. The objective function is 

computed for each channel Levenberg function at define number of iterations 𝐼.  The channels G, R 

and B are selected which have the minimum value of  𝐸. Afterward, the channel pixel values are 

improved by selecting a large window is the size of the 𝑋 × 𝑋 from the channels G, R and B, is denoted 

as 𝜔 and smaller window 𝜛 is the size of 𝑥 × 𝑥is centered on window 𝜔. From the larger window𝜔, 

small patches 𝑝are selected with the size of 𝑦 × 𝑦, is computed by, 

 𝑦 = (𝑋 − 𝑥) + 1 (28) 

 

Based on the 𝑦value, the patches 𝑝(𝑦 × 𝑦) are selected from the window 𝜔. The selected patches from 

the window 𝜔 are converted to row values and by we create the matrix 𝑀 with the size of  𝐾 × 𝐿, 

where 𝐾 = 𝑥 × 𝑥, 𝐿 = 𝑦 × 𝑦. Moreover, the centered small window  𝜛 is stored in row-wise manner 

and the smaller window values are repeated in 𝐿 times for creating another one matrix 𝑀′. After that 

we compute the difference between the two matrices 𝑀 and 𝑀′by, 

 

 𝑑 = ∑ ∑ 𝑀(𝑘, 𝑙) − 𝑀′

𝐿

𝑙=0

𝐾

𝑘=0

(𝑘, 𝑙) (29) 

 

The computed difference matrix is denoted by 𝑑𝑘𝑙and computes the mean value for each row in the 

difference matrix 𝑑𝑘𝑙. These computed mean values are sorted in ascending order and compared with 

the threshold value 𝑡. The means values that satisfy the threshold value 𝑡 are stored in the variable 𝑏𝑀. 

The pixels in the window 𝜔 progress process is explained below, 

 

(i) To improve the pixel values in window 𝜔, initially compute 

 𝛼 = 𝑒𝑥𝑝 (
𝑏𝑀

𝜇
) (30) 

(ii) Find the beat row value by, 

 

 𝑅 = (
𝑥 ∗ 𝑥 + 1

2
) (31) 

 

(iii) Based on the value of 𝑅, the corresponding index row value is extracted from 𝑏𝑀 is 

represented as 𝑏𝑅.  

 

(iv) Compute new pixel value by, 

 

 𝑁 = ∑ 𝑅 ∗ 𝑄 (32) 

 

 𝑄 = (
𝛼

∑ 𝛼
) (33) 

The process for all pixel values in the window 𝜔 get repeated and after that a new window is created 

and replaces the pixel values with new pixel values. The same process is repeated until the all-pixel 



Rao.C.R. et.al., Vol 1(2), pp.98-110                                                                                Ci-STEM Journal of Digital Technologies and Expert Systems 

https://doi.org/10.55306/CJDTES.2024.1205   104 

values in the channels G, R and B are replaced by the new pixel values. Now, we obtain the absolute 

enhanced channels 𝐸𝐺 , 𝐸𝑅 and 𝐸𝐵. 

 

4.  RESULTS 

The proposed image demosaicking technique is evaluated by conducting experiments on two different 

datasets. In this work two datasets, namely, Kodak dataset and McMaster dataset are utilised.  

 

The Kodak image dataset [26] is widely used as a standard dataset in demosaicking techniques 

(available at http://www.researchandtechnology.net/pcif/kodak_benchmarks.php?i=1). The Kodak 

dataset consists of 24 images with a spatial resolution of 768×512 pixels. Another dataset, the 

McMaster dataset, is used for evaluating colour demosaicking (CDM) algorithms. It includes 8 high-

resolution colour images (2310×1814 pixels), which were originally taken on Kodak film and 

digitized. The sample images from both datasets are illustrated in Figure 3. 

 

 
 

(i) 

 

 
 

(ii) 

Figure 3: Sample Colour Images from (i) Kodak Dataset (ii) McMaster Dataset 

 

http://www.researchandtechnology.net/pcif/kodak_benchmarks.php?i=1
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To obtain a full colour image, the dataset images are given to the colour interpolation and image 

enhancement process. These processes are consecutively applied to the dataset images and acquire 

demosaicked images as a result. The proposed image demosaicking technique performance is 

estimated by comparing it with the existing demosaicking LDI-NAT technique. The original and 

demosaicking images results of our proposed technique are shown in Figure 4 

. 

 

 

 

 

 

 
                                                   (i)                        (ii)                 (iii) 

 

Figure 4: Results from Proposed Image Demosaicking Technique (i) Original Image (ii) Interpolated 

Image (iii) Full Colour Image 



Rao.C.R. et.al., Vol 1(2), pp.98-110                                                                                Ci-STEM Journal of Digital Technologies and Expert Systems 

https://doi.org/10.55306/CJDTES.2024.1205   106 

 

The proposed and LDI-NAT technique performance is illustrated in Figure 4. shows that our proposed 

image demosaicking technique has achieved good image results i.e. our proposed technique has 

obtained high quality image. The image quality measurement PSNR is calculated for our proposed and 

LDI-NAT technique are tabulated in Table 1 and Table 2.  

 

Table 1: Our proposed image demosaicking technique PSNR value of Kodak and McMaster datasets 

images 

 

PSNR (dB) 

Images McMaster dataset Kodak dataset 

R G B R G B 

1 31.43 37.45 34.22 34.72 40.58 38.63 

2 31.22 44.02 39.91 29.86 44.31 42.46 

3 31.72 42.85 41.82 34.63 47.25 39.92 

4 29.71 42.61 40.77 30.47 45.41 42.44 

5 29.82 43.98 39.77 33.77 42.36 39.92 

6 31.21 45.43 38.24 37.71 41.52 39.31 

7 31.05 43.06 42.00 37.78 46.38 43.42 

8 38.04 38.16 38.20 33.59 40.29 37.19 

9 31.58 40.03 36.22 43.62 46.32 41.99 

10 33.51 39.43 38.22 34.84 43.02 40.29 

11 31.58 42.54 37.26 39.47 45.21 42.37 

12 36.67 39.12 36.24 34.64 37.68 36.60 

13 40.65 42.46 36.28 34.54 43.01 40.17 

14 31.43 41.86 36.97 33.19 44.10 41.04 

15 32.04 44.08 37.83 40.76 45.20 40.25 

Average  32.78 41.81 38.26 35.57 43.51 40.4 

 

Table 2: LDI-NAT technique PSNR value of Kodak and McMaster datasets images 

 

PSNR (dB) 

Images McMaster dataset Kodak dataset 

R G B R G B 

1 29.29 32.67 26.71 30.11 33.14 28.21 

2 35.02 39.08 32.92 33.02 40.18 29.42 

3 33.05 35.51 30.31 30.05 34.15 34.31 

4 36.25 40.33 33.3 38.25 42.03 33.43 

5 35.05 38.15 31.16 34.05 37.43 35.16 

6 39.4 43.42 34.97 34.42 44.24 35.67 

7 36.09 37.41 34.49 33.69 32.41 35.09 

8 36.31 40.29 36.67 38.03 40.09 35.67 

9 35.49 41.73 36.3 33.29 41.93 39.03 

10 38.26 42.64 36.83 34.26 41.34 37.30 

11 39.82 42.57 37.66 37.65 40.32 37.06 

12 38.36 41.49 37.59 33.04 42.39 37.19 

13 41.77 44.89 38.13 39.07 43.99 36.33 

14 39.39 42.84 36.12 37.39 43.54 37.12 

15 36.95 42.68 38.99 33.45 43.68 37.79 

Average  36.7 40.38 34.81 34.65 40.06 35.25 
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(i) 

 

 
(ii) 

Figure 5: Graphical Representation of the Average PSNR by our Proposed and Existing Techniques 

on the (i) Kodak and (ii) McMaster Datasets 

 

As can be seen from Figure 5, our proposed image demosaicking technique has achieved high 

performance in reconstruct the full colour image. In Figure 5(i) shows the proposed and LDI-NAT 

techniques performance in Kodak dataset images. In Kodak image dataset our proposed technique 

average PSNR value of the R, G and B channels acquire high performance than the existing LDI-NAT 

technique. Our proposed and LDI-NAT technique performance in McMaster Dataset is shown in 

Figure 5(ii).  In Figure 5(ii), our proposed technique R channel average PSNR value is lower than the 

LDI-NAT technique. But this low performance not degrades the demosaicking process because the 
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channels G and B have given high PSNR value than the PSNR value of the LDI-NAT technique. 

 

5.  CONCLUSIONS 

The proposed image demosaicking algorithm presented in detail, along with the implementation 

results. The proposed methodology involves demosaicking the image using CFA interpolation, 

followed by an image enhancement process utilizing the Levenberg-Marquardt technique. This 

combined approach significantly improved the performance of the demosaicking process. The results 

demonstrated that the proposed image demosaicking technique, incorporating the Levenberg-

Marquardt method, achieves higher PSNR values compared to existing demosaicking techniques. 

Therefore, the proposed method delivers superior performance in demosaicking images with a higher 

PSNR ratio. The proposed technique was also compared with existing methods to validate its enhanced 

demosaicking performance. 

In future, deep learning algorithms may be used in demosaicking so that better results can be achieved. 
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